
Abstract. The direct self-consistent-®eld (SCF) method
recalculates all two-electron integrals each time they are
needed in an SCF calculation. This perspective article
discusses how the original paper on direct SCF by
AlmloÈ f et al. developed the principles by which this
could be made e�cient and thereby provided an example
of the semantic approach to computational chemistry in
which algorithm development and coding are not
compartmentalized.
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Modern computational chemistry has come a long way.
In the early days the advances often came by applying
computers syntactically to algorithms that provided
literal translations of theories developed without regard
to computing platforms; however, such an approach
would now be very old-fashioned. A modern computa-
tion has several distinct elements:

1. Fundamental equations. The underlying funda-
mental equations, sometimes called the ®rst principles,
are well known: Hamilton's equations, the Maxwell
equations, the Liouville equation, and the SchroÈ dinger
equation were all well known by the 1920s and well in-
tegrated by the 1930s [1]. Feynman's path integral ap-
proach to quantum mechanics and statistical mechanics
[2] was well appreciated by the 1960s.

2. Theory. Usually we do not solve the fundamental
equations directly. We use a theory, for example, Har-
tree±Fock theory [3], Mùller-Plesset perturbation theory
[4], coupled-cluster theory [5], Kohn's [6, 7], Newton's
[8], or Schlessinger's [9] variational principle for scat-
tering amplitudes, the quasiclassical trajectory method
[10], the trajectory surface hopping method [11], classical
S-matrix theory [12], the close-coupling approximation

[13±16], transition-state theory [17], variational-transi-
tion-state theory [18], self-consistent reaction-®eld the-
ory [19], and so forth. Some of these theories date back
to the 1930s, and new ones are continually being devel-
oped.

3. Algorithms. Most theories consist of di�erential or
integral equations, sometimes integrodi�erential equa-
tions, and these may be linear or nonlinear and are al-
most always multidimensional. Usually we cannot solve
them by the classical, analytical methods of mathemat-
ics. Instead we reduce them to numerical algorithms,
typically involving interpolation, extrapolation, quad-
rature, linear algebra, iteration, Monte Carlo sampling,
and other general techniques. Prior to the days of au-
tomatic computing machines, this was the last step. For
example, some of the early solutions to the Hartree±
Fock equations were carried out using pencil and paper
by Hartree's father, a retired sea captain, but he did not
submit any articles about computational strategies to a
scienti®c journal. Now, however, step 4 is a sine qua
non, and the process of creating the program often
entails as much research as developing the algorithm.

4. Software. To get numbers, one must convert the
algorithm to a working computer program. In modern
computational chemistry there are many opportunities
for improved theories and improved algorithms, but
more and more it is becoming clear that there is room
for systematic, scienti®c progress in step 4 as well as in
steps 2 and 3. In fact, treating step 4 as an afterthought
no longer constitutes state-of-the-art work.

One of the ®rst consequences of the increasing
prominence of step 4 was to provide feedback to step 3
and promote the introduction of new algorithms. For
example, the Monte Carlo method [20] of integration,
unlike Gaussian quadrature or the Runge±Kutta algo-
rithm, is hardly conceivable without computers. Other
examples are the Cannon algorithm [21] or Strassen's
algorithm [22, 23] for matrix multiplication or for the
matrix multiplication steps in matrix inversion carried
out by a matrix-times-vector formulation [22, 24]. In
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comparing the Monte Carlo, Cannon, and Strassen
algorithms to their traditional counterparts, one is
inevitably forced to consider the details of a given
computer architecture, especially its ability to perform
computational steps in parallel or in pipelines and also
to consider any communication bottlenecks that may
arise in trying to take advantage of such parallelism.
This has led to the emergence of parallel computation as
a well-recognized ®eld of study, with its own internal
rules and dynamics. Parallel computation is a sub®eld of
the broader emerging ®eld of scienti®c computation.

At what point did the ®eld of computational chem-
istry emerge as a distinct sub®eld of scienti®c computa-
tion? I would say that this occurred gradually, but
certain milestones can be recognized. These milestones
occurred whenever chemists recognized a new tradeo�
(such as computation speed versus communication
speed) that needed to be considered in applying state-
of-the-art computer hardware to solve more challenging
chemical problems. Usually (but not always) the chal-
lenge comes from increasing the size of the system.

When one takes a step back to gain a broader view,
one ®nds that chemists, more than other computational
scientists, have been stymied by memory bottlenecks.
These were severe already in the 1960s, and by the 1980s
it was very clear that many large-system calculations
that were a�ordable in terms of computer time were not
doable simply for lack of storage space to hold all the
intermediate results. This was true especially for elec-
tronic structure calculations, where the aggravating
quantities were two-electron integrals. As a student one
quickly learned that the number of two-electron inte-
grals in a calculation with N orbitals (this number scales
as N4 for large N). Then, if you knew how many inte-
grals ®tted on a 2400 foot tape, you could calculate how
many tapes you needed. I have selected the paper by
AlmloÈ f, Faegri, and Korsell [25] for this perspective
because it provided the ®rst systematic attack on the
memory bottleneck in computational chemistry and
thereby, in my opinion, opened many people's eyes to
the possibilities for progress if one rethinks the way one
marshals the available computer resources to attack a
computational problem. As one pursues this kind of
thinking, the boundaries between theory, algorithms,
and software actually begin to blur.

The desirability of blurring the boundary was made
especially clear in the early days of vector computing
by Kascic [26], who popularized the semantic approach
to vectorization, which was the ®rst form of parallel
computing to bene®t from systematic development. As
Kascic pointed out, there are two ways to arrive at a
vectorized algorithm. In the syntactic approach, we
convert the physical problem into an algorithm (usually
conceptualized as a scalar algorithm in those days), then
we vectorize the algorithm. In the semantic approach, we
proceed from the physical problem to the vectorized
algorithm. It is like the di�erence between thinking in
English and then translating into a foreign language or
thinking directly in a foreign language. This merging of
the design of step 3 (algorithm) and step 4 (computer
code) is now well established for parallel computing. The
paper by AlmloÈ f et al. provides an analogous example of

the bene®ts of redesigning the algorithm with the hard-
ware capabilities in mind, but here the issue is the bal-
ance of computer speed with memory capacity, whereas
in much parallel computation design the issue is
balancing computer speed with communication speed.
These issues are of course related since, if one is willing
to tolerate slower access to data, one can store more of
it. The capacity of the arithmetic registers is very low,
level-2 cache is faster but is still very limited, high-speed
memory is slower but larger, disk has a big latency cost
but is even larger, and tape libraries still provide the
largest, slowest storage capacity.

The method proposed by AlmloÈ f et al. is called the
direct self-consistent-®eld (SCF) method. It is the basis
of virtually every large SCF-type calculation (Hartree±
Fock or density functional theory) that is run today. It
was motivated by the unsymmetrical rate of advance in
central processor (CPU) technology and storage tech-
nologies. Originally CPU time was expensive, so each
two-electron integral was saved and reused every time it
was needed. Eventually though, as system size increased,
these integrals had to be ``out of core,'' typically on
disks, and the time and e�ort to store them and the load
that their retrieval placed on input/output capacity
became the real bottleneck. The proposed solution is
simply to recalculate the integrals every time they are
needed rather than to store them and recycle them. The
obvious drawback is that one increases the computer
time, and the key advances were to ameliorate this
problem. There were ®ve elements in this:

1. As soon as one decides not to store and retrieve the
integrals, one recognizes that one need not compute,
store, retrieve, and use them in an order that makes re-
trieval e�cient; rather one can restructure the algorithm
for better CPU e�ciency [27]. In particular one can
switch to an integral-driven order of events. When an
integral is calculated it should be used to the maximum
possible extent.

2. In some implementations, direct methods place a
greater premium on the use of symmetry [28] to identify
integrals with permuted indices that are identical to each
other and rearranging the algorithm to take advantage
of that. (In other implementations the direct method
diminishes rather than increases the importance of
symmetry.)

3. Direct methods place a renewed emphasis on de-
creasing the number of SCF cycles by improving the
iterative strategy [29].

4. Emphasis on the new integral bottleneck made one
realize that not all integrals need be calculated after all
[30]. One can devise e�cient upper-bound estimates, and
these can be used to prescreen the integrals. If the in-
expensive estimate of the upper bound indicates that the
integral will be negligible, the more expensive evaluation
of the integral itself is omitted. Eventually a considerable
amount of sophistication can be built into the pre-
screening process [31, 32].

5. Sometimes one does not need an integral, not be-
cause it is small, but because it will only be multiplied by
small numbers in the rest of the calculation. In SCF
calculations, the integrals are multiplied by density ma-
trix elements; thus the magnitudes of the corresponding
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density matrix elements are also used in deciding
whether to calculate a particular integral. In particular
one calculates a bound on the error in a Fock matrix
element due to not calculating an integral [25]. Density-
weighted integral estimates reduce the complexity of
integral evaluation from O(N4) to O(N2) [33]. At an even
higher level of sophistication one recognizes that only
those integrals are required that are related to signi®cant
changes in the density matrix from one iteration to the
next.

All these kinds of considerations get ampli®ed as one
proceeds to use direct methods in a wider context, for
example, for energy gradients and Hessians [34], for
linear scaling algorithms [35±38], or for relativistic
e�ects [39]. Direct SCF methods are very well suited
for parallel computation [40±42]. In addition the whole
process of rearranging the algorithms makes one rethink
the semantics of the problem in a very fruitful and
stimulating way; such bene®ts would be missed if one
simply syntactically translated the traditional algorithm
into computer code.

Two other interesting algorithmic consequences of
direct methods for quantum chemistry may be men-
tioned. First, viewing electron repulsion integrals as only
intermediates on the way to the ®nal results of interest
(Fock matrix, energy, forces) has had snowballing con-
sequences in electronic structure theory. The work of
White and co-workers on fast multipole methods [43, 44]
and J-matrix engines [45] are examples of more drasti-
cally rede®ning the intermediates. Second, optimizing
the algorithm to the computer architecture can be use-
fully generalized as follows: given particular amounts
of memory and disk, with given access rates, design
the algorithm with the shortest time-to-solution. This
has been pursued in so-called semidirect methods for
second-order Mùller±Plesset theory [46].

The ideas behind direct SCF calculations are also
echoed in various ways in more far-a®eld areas of re-
search. A very literal analog comes in basis-set ap-
proaches to scattering calculations [6±9] where we have
explored [47] the tradeo� between recalculating integrals
versus writing them to disk. A less obvious analog oc-
curs in an optimized quadrature scheme [48] we devel-
oped. The widespread use of Gaussian quadrature
formulas owes to their general e�ciency for a wide
variety of integrands. In some cases though there are
tremendous cost savings by using more specialized
quadrature formulas derived speci®cally for problem-
speci®c functions that occur in a large number of inte-
grals in a speci®c calculation. Modern computers can
easily store large numbers of function-speci®c quadra-
ture weights. If this allows one to decrease the number of
quadrature points by a factor of 2 or 3 per dimension it
can make not doable problems doable [49], for a cost of
a few thousand storage locations. This would have been
a considerable cost on the computer I used as a graduate
student (total storage = 32K words), but is hardly
worth a second thought now.

I hope this perspective conveys some of the bene®ts
that can accrue from taking a more holistic view of the
computational process and letting hardware consider-
ations become more strongly coupled to algorithm

design. This is the critical step in developing computa-
tional chemistry into a master discipline that integrates
theoretical chemistry with scienti®c computation. I be-
lieve that the paper by AlmloÈ f, Faegri, and Korsell
provides a classic example of this kind of development.
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